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ABSTRACT
In our research, we elaborate a search and optimization methodology to achieve a higher prediction quality of a computational model of a physical system. A problem that simulators of physical systems must address is the uncertainty of their parameters and their impact on the output results, causing prediction errors. We addressed this problem by performing a two-phase optimization using a simulation methodology. This proposal was able to achieve this goal using the least computational resources. The average percentage improvement obtained in the simulation error compared to those of the untuned simulator reached 60%.
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1 INTRODUCTION
Computational models that simulate natural phenomena are designed to behave as closely as possible to the real system. The simulated data differ from the real data due to multiple factors. One problem that these numerical models must handle is the parameter’s uncertainty [3]. The lack of information or unavailability of some input data causes uncertainty in the values of the model parameters and their impact on output results, causing significant prediction errors [5] [6].

We proposed a simulation methodology implemented in two stages for tuning a computational model with the lowest possible computing cost. We applied computer science methods and parallel programming techniques to reduce the computational cost and energy expenditure when they are combined. Our proposal was applied to a river channel model. In particular, this simulation model simulates the Parana River channel in Argentina [7].

An exhaustive search always guarantees finding a solution, if a solution exists. The computational cost is high because it is proportional to the search space dimension [4]. This option is often impractical. Therefore, an alternative optimization technique is required to find an approximate good solution, which efficiently uses computing time and resources. Our work proposed an optimization and simulation algorithm. This is a two-stage methodology to get this good solution. We develop a tuning function that measures the performance of the system. We established a quality index for each simulation scenario resulting from some combination of the adjustment parameters. This index gives us a measure of the error (RMSE) between the simulated data and the real data. This optimization method searched for a local minimum based on these indices.

In the first stage, we used a computational process based on an iterative Monte Carlo-type algorithm combined with a K-Means clustering method that allowed us to identify the promising regions for optimization based on the neighborhood structure of the problem aiming to reduce the feasible region [1]. In the second stage, we used an exhaustive reduced search on the promising areas obtained in the first stage. This gave us a configuration of fitted parameters that best fit the observed data. Our methodology found a local optimum that allowed us to achieve successful results and the best agreement between observed and simulated data. We explain exhaustively in [2].

We want to be clear that the simulator is considered a black box and when a simulation is started, it is fed with a complete simulation scenario containing the input data and parameter values. On the other hand, computing the optimal set of points is a combinatorial problem. It grows exponentially with the number of parameters.

2 COMPUTATIONAL MODEL TUNING
We verified our tuning methodology using a river simulation model, specifically a simulator of the Parana River channel in Argentina [7]. The domain of the river channel is divided into 76 sections. We have daily water height data (observed data) at the 15 monitoring stations along the Parana River channel. The output data is the simulated height of the water for each simulation day at each monitoring station. The model parameters must be set in each of the 76 sections to create each of the simulation scenarios. When we select 3 adjustment parameters for the 76 sections and select a range of 3, 4 and 4 different values respectively, we obtain 110,592...
We selected the following experimentation to display our successful way. This would be an easy strategy to carry out because we can look for the computing resources necessary to speed up the execution of this process. We can turn to cloud resources if we can pay for them. Our methodology uses computer science and efficient computing to reduce the search space for tuning parameters. This is a solution that avoids 110,592 unnecessary simulator runs, only one of which matters, saving significant energy costs. Finally, we only need 5392 simulator runs. The total gain is measured in the number of simulator runs and exceeds 20X as shown in Figure 1.

configurations, then we are faced with a combinatorial explosion of scenarios. Under these conditions, an exhaustive search becomes an intractable computational problem. The experimental results obtained using this tuning method are presented in the following section. Our two-phase methodology is an optimization scheme formulated to get a "good" configuration that optimizes this problem. We defined a function which calculates the quality index for each scenario. The objective function is formulated to search for the best parameter configuration that minimizes simulation error.

We developed a fit function to calculate the quality index, $I_q$ of each scenario and each $x$ is a combination of $n$ parameter values in the domain $\Omega \in \mathbb{R}^n$.

\[
\begin{align*}
\text{minimize} & \quad I_q : f(x) \\
\text{subject to} & \quad -x \in \Omega
\end{align*}
\]

In the second stage of our research, we combined the quality index $I_q$ of each simulation scenario with the number of cities (monitoring stations) along the riverbed that improved with each tuning execution scenario.

3 EXPERIMENTAL RESULTS

We selected the following experimentation to display our successful results. We configured the process for a river simulation period of 360 days. The search space was defined with 3 adjustment parameters. The different configurations are set by combining the range values of the parameters. Two parameters can take 3 values and one 4. The methodology described above provided the best parameter configuration (a scenario) for each location under the conditions established for the experimental case. The optimization methodology found the configurations that improved the prediction for 3 cities, Goya, San Martin and Rosario. In the last stage of the methodology, by selecting the best group of configurations and carrying out the exhaustive search in the reduced space, the improvement was 30-60%. The improvements achieved in these cities are detailed in Table 1. The details of this experience are explained in depth in [2]. We compared the root mean square error obtained when applying our tuning methodology to the simulator with the simulator without tuning.

Table 1: RSME and Gain achieved with the optimal configuration

<table>
<thead>
<tr>
<th>Station</th>
<th>Scenario tuned Sim.</th>
<th>Scenario untuned Sim.</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goya</td>
<td>0.472</td>
<td>0.782</td>
<td>40%</td>
</tr>
<tr>
<td>San Martin</td>
<td>0.274</td>
<td>0.686</td>
<td>60%</td>
</tr>
<tr>
<td>Rosario</td>
<td>0.327</td>
<td>0.485</td>
<td>33%</td>
</tr>
</tbody>
</table>

4 CONCLUSIONS AND FUTURE WORK

Our work provides a methodology that does not require knowledge of the simulated system and enables its application to other simulations of physical systems. It is only necessary to know their adjustment parameters and the range of values of each one.

We could have launched a parametric simulation by running the simulator with each parameter value combination in an exhaustive search space for parameters, for which we took advantage of the knowledge of the system. The values of the parameters maintain similarities in adjacent areas of the river, which is why they should not present great variation between them. This information is included in new research on the topic.
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