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1 ABSTRACT

Medical imaging, or radiology, is the process of recreating accurate graphical representations of a human body. Image processing became an essential part of diagnosing, monitoring and treatment. Imaging technologies in medicine developed significantly in the last decades with an advance in computer technologies. Apart from static two-dimensional images, it became possible to reconstruct three-dimensional images, capture and track motion or record a video. The most common imaging techniques are X-ray, computerized tomography (CT), magnetic resonance imaging (MRI) and ultrasound [2].

Though radiology improves the accuracy of diagnosis and positively affects the treatment process overall, acquired images are still prone to distortions because of organ movements and equipment errors [2]. Moreover, the analysis of images of different modalities or serial images is complicated as human tissues and organs are not static. Therefore, it was necessary to implement a solution to align such depicted objects in one coordinate space.

Two or more images are aligned in the process of registration. Medical image registration is a process of combining and aligning several images, for example, scans of the same person taken from different modalities or at different times, in one coordinate system [2]. Clinical applications of medical image registration include diagnosis, post-operative assessment, monitoring and image-guided treatment delivery. Moreover, image registration can be performed at the pre-processing stage to enhance further object detection, segmentation or classification. As manual image registration is time-consuming and susceptible to human errors, automated image registration has become widely addressed in recent years.

In the simplest case of aligning two images, image registration solutions consider one image fixed and another - moving. The moving image is warped to match the fixed one. The rules for warping the image are expressed in a form of a deformation field matrix. The core process of image registration is the search for an optimal deformation field.

Though traditional methods of automatic image registration can perform this task with good accuracy, they are still time-consuming. Implementing deep learning methods led to a significant increase in algorithmic performance for medical image registration [2]. However, many deep learning models are not derived from a probabilistic framework and therefore cannot estimate uncertainty. As machine learning models can be unstable in image processing tasks, uncertainty estimation can be used to quantify the risks of failures and prevent failures from happening. Uncertainty quantification measures the reliability of the output of the deep learning model [1]. Moreover, uncertainty quantification has also the potential to improve clinicians’ trust.

The analysis of existing deep learning registration frameworks and models showed that there are models with good performance and high accuracy. However, the majority of them do not provide confidence and uncertainty data. This drawback limits their practical usage in critical fields.

This Master’s thesis project provides an overview of uncertainty sources in medical images and estimation methods. Moreover, the uncertainty estimation methods were assessed from the point of suitability for image registration models. Uncertainty describes the level of confidence of a model in the predictions [4]. While it is impossible to create a model which is absolutely confident, understanding the uncertainty allows to evaluate model performance better and determine if the model is overconfident in its predictions. For example, automated decision-making can be implemented in clinical practice as a process involving humans for regions where the model is uncertain. Such an approach would require two outputs, result and confidence value.

Deep learning models deal with two types of uncertainty, epistemic and aleatoric. Epistemic uncertainty described uncertainty of the model caused by a lack of training data. For example, the dataset with different training and test parts causes high epistemic uncertainty. Aleatoric uncertainty is caused by the uncertainty of the data, for example, due to noise. The sum of these two uncertainties is called predictive uncertainty [1].

Uncertainty quantification is a major challenge for deep learning. However, there are methods that show good performance: deep Bayesian neural networks, sparse Gaussian processes, Monte Carlo dropout, Deep Ensembles, and Deep Bayesian Active Learning [4]. Most of the methods require changing the model structure. Therefore, it was decided to apply ensemble methods to existing models.
that showed good performance.

This Master's thesis project presents an implementation of two methods for estimating the uncertainty of existing models. Both methods are based on ensembles of models. The first method implements a bagging ensemble of deep-learning models, compares the predictions of the models and evaluates the disagreement between the models based on standard deviation. After that, the regions of the image with high disagreement values in several adjacent pixels are marked as uncertain and can be passed to a human expert for correction. It is possible to set a level of uncertainty and number of adjacent pixels to mark a region as uncertain.

The second method utilizes the anatomical segmentations of fixed and moving images. Similar to the first approach, a bagging ensemble of deep-learning models is trained on a dataset of fixed and moving images. After that, a test pair of images is registered with all models of the ensemble and resulting deformations are also applied to the segmentation of a moving image [3]. The deformed segmentation is compared to the fixed image segmentation. The averaged deformation vectors are considered as a final output. The disagreements between warped segmentations are used to calculate the confidence of the ensemble. Based on confidence data, final output and fixed image segmentation, the ensemble calibration is assessed [5]. The regions, where the ensemble shows under or overconfidence are passed to a human expert for correction.

The output of implemented methods is a pair of images: an aggregated output warped moving image and a mask for regions with high uncertainty. Both methods showed good performance and potential to contribute to implementing deep learning models into real clinical practice. Obtained datasets with warped images and uncertainty maps will be used in further assessment with expert radiologists.
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