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1 OVERVIEW
Our research investigates the use of computational argumentation as a tool for detecting, explaining and mitigating unwanted bias in tabular data-driven decision-making systems. Specifically we address the following research questions: (1) Can argumentation be used to model unwanted bias towards an individual compared to similar individuals in a tabular data-driven decision-making system? (2) How can potential unwanted bias in an individual’s decision compared to similar individuals be explained to a stakeholder of the decision-making system? (3) How can feedback from a stakeholder mitigate unwanted bias from an individual’s decision? Our work differs from current research by providing explanations of potential unwanted bias to be able to consider the context and application of a system.

2 INTRODUCTION
Fair artificial intelligence (AI) aims to design AI systems which align with what have previously been defined as fair outcomes, which are outcomes that are impartial and do not discriminate. Designing fair automated decision-making systems is becoming more important as they become widely adopted, therefore having a greater impact on individuals and society as a whole. Decision-making in high impact scenarios, whether by a human or technology, will always have the potential to be discriminatory but the rise of data collection and the reach of technology means these decisions can have a far reaching and substantial effect that can be hard to monitor.

There have been many recent examples of machine learning being used to make impactful decisions that have been unfair including in the domains of criminal justice [6], recruitment [3] and social services [2]. Well known examples are systems used to predict if criminals will re-offend which are widely in use across many US states in particular. An analysis of a popular tool COMPAS [4] discovered that black defendants were identified incorrectly as re-offending at a higher rate than white defendants. In 2018, Amazon had to stop the use of a recruitment tool that was shown to be biased against women [3], reinforcing historical biases due to the small sample size of women who had previously been hired. The potential impact of these systems is immense and ensuring they are fair to individuals and communities is an important cross-disciplinary issue which must consider the context and application of the systems deployed [7].

The overall objective of our research is to contribute a new bias mitigation method for binary classification decision-making systems. Existing methods typically focus on the quantification of bias through the use of fairness metrics without considering the context or application of a system. Instead of using existing metrics to detect unwanted bias or evaluate the effectiveness of a bias mitigation method, we aim to develop a method that prioritises on transparency and explainability. Simply reporting that the fairness of a system has improved by a certain percentage e.g., 20% after the application of a bias mitigation method may not convey they full impact of the method to the individuals affected by it. Therefore, providing explanations for unwanted bias is more informative and useful than simply providing a numerical representation of the bias.

3 METHOD
Our problem is as follows. A black-box machine learning binary classification system has been deployed, and there is no access to the system’s training data or training algorithm. A stakeholder of the system wants to ensure a given classification for an individual is fair with respect to similar individuals. Our proposed method to solve this problem is split up into bias detection, explanation and mitigation.

3.1 Bias detection
Can argumentation be used to model unwanted bias towards an individual compared to similar individuals in a tabular data-driven decision-making system?

The overall objective for our research is a novel bias mitigation method for binary classification decision-making systems. The first step towards this goal is a method for representing a queried individual’s classification in relation to the classifications of similar individuals, in order to identify attribute values that contribute to the individual’s classification.

We propose a quantitative argumentation framework [1] where all the attribute values in the queried and similar individuals are represented by arguments, and the conflicts between attribute values are represented by attacks between those arguments. Specifically, if the classification of the queried individual is negative and the classification of a similar individual is positive, for each attribute that contains different values for the two individuals, there is an
attack relation from each attribute value in the similar individual to that attribute value in the queried individual. We then apply existing semantics which calculate the final strength of arguments [5] and find the weakest argument which corresponds to the attribute value that contributes most to a negative classification.

Our results of experiments run on available datasets show that our method is effective in identifying unwanted bias with respect to similar individuals.

### 3.2 Bias explanation

**How can potential unwanted bias in an individual’s decision compared to similar individuals be explained to a stakeholder of the decision-making system?**

Given the graph and the strength of the arguments, the next research question asks how we can best explain this to different potential stakeholders of an AI decision-making system. Key aspects to consider in designing the explanations include:

- How do we extract subgraphs from the graph for meaningful explanations?
- How do we convert the subgraphs to textual explanations?
- Should explanations differ for different stakeholders?
- How should we evaluate the explanations given?

### 3.3 Bias mitigation

**How can feedback from a stakeholder mitigate unwanted bias from an individual’s decision?**

Our new bias mitigation method will allow a stakeholder to provide feedback based on the explanation they receive and mitigate the potential unwanted bias in the decision queried. The mitigation process will involve adapting weights and relationships of arguments in the graph constructed from the detection method (this is yet to be defined). After mitigation, the classification for the queried individual should either change or a different explanation should be given for the same classification.

Below is an example of how the bias mitigation method would incorporate feedback from a stakeholder.

1. **Explanation given by the proposed bias explanation method:**
   
   "Queried individual was rejected from the loan compared to similar individuals because... the value of sex is female"  

2. **User gives feedback:** Does this explanation detect unwanted bias? “Yes”  

3. **Apply proposed bias mitigation method (adapting the relationships between arguments in the framework)**

4. **New explanation given by the proposed bias explanation method:**

   "Queried individual was accepted for the loan compared to similar individuals because... the value of credit score is high" Or "Queried individual was rejected from the loan compared to similar individuals because... the value of age is under 18"  

### 4 RELEVANCE TO WOMENCOURAGE THEME

AI fairness and explainability research are very relevant to the theme of computing connecting everyone. As AI becomes increasingly integrated into our daily lives, it is important that it is fair and explainable to all people, regardless of their race, gender, ethnicity, or other personal characteristics.

Explainability refers to the ability to understand how and why an AI system arrived at a particular decision or recommendation. This is important for accountability, transparency, and trust. If people do not understand how an AI system arrived at a decision, they may be less likely to trust it or use it, which could limit its effectiveness in connecting everyone.
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