Decentralized distributed data structure for bioanalytical laboratory setups
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ABSTRACT
The integration of information flow and management between different domains within laboratory setups has been under focus for many years. Communication technologies and data distribution play a key role in this integration. In this research, we propose a data distribution structure for bio-analytical laboratories based on a decentralized publish-subscribe model. In particular, we describe the main structure for data communication and the conceptual, logical, and physical data flow models. We believe this research can pave the way for enabling scalable and robust communication between the laboratory units.

CCS CONCEPTS
• Information systems → Data structures; • Networks → Network architectures; • Computer systems organization → Distributed architectures; Real-time system architecture.
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1 INTRODUCTION
Scalable and high-performance communication technologies play a key role in real-time automated systems built upon efficient data exchange. The real-time data exchange via a publisher-subscriber architecture is more efficient compared to a client-server architecture [Mastouri, mohamed anis and Hasnaoui 2007]. Different publish-subscribe middlewares, including MQTT, ROS and DDS, are used for efficient information flow and management for different applications including smart grids, health systems, air-traffic control, process industry and many more [Happ et al. 2017]. However, this concept is still emerging in biochemical and bioanalytical laboratories where client-based architectures [Gibbon 1996] are commonly used for information flow and management [Kang et al. 2018]. This research aims at integrating different domains including computational, communication, fluidic and biochemical domains of a high throughput bioanalytical laboratory setup using a decentralized communication architecture. The proposed structure is data-centric and system models are built around it using SAP PowerDesigner. Moreover, the data structure provides the flexibility to use the same concept for integrating different domains in other types of applications.

2 PROPOSED STRUCTURE/ARCHITECTURE
As mentioned earlier, the proposed data flow structure for bioanalytical laboratory setup is based on the well-known publish-subscribe model. The main elements of the structure include the entities, also known as topics, and different tasks running on the different devices in each unit. Each device in the laboratory will either subscribe or publish to a certain entity with a set of defined Quality of Service (QoS) parameters. These QoS parameters are part of the communication protocol and include delay and packet loss. The data flow between devices is highly decentralized and the same device in any unit could work both as subscriber and publisher for entities.

Figure 1: Main Structure for Data Communication. The communication-based data flow structure is decentralized and supports different devices in a bioanalytical laboratory unit.

For the use-case considered in this work, the bio-analytical laboratory setup is divided into three different units [Pärnamets et al. 2021], namely Biological Sample Processing Unit, Computational Unit, and Sensing Unit, with different data types. Figure 1 shows the main decentralized communication-based data flow structure for different devices in a laboratory unit. SAP PowerDesigner is used to build the conceptual, logical, and physical data flow models for each unit. Figure 2 shows the conceptual model for the system, Figure 3 represents the logical data-flow, while Figure 4 depicts the physical data flow model for the system.

The conceptual model (Figure 2) depicts the information flow relation between different laboratory units which are defined as
entities. The attributes for each entity are defined and many-to-many relations are used between different units. Each device is given an identification code and the data is categorized as either mandatory or primary. The logical data flow model is then built upon the conceptual model. Figure 3 shows the logical data flow model for the use-case bio-analytical laboratory setup, exposing the structure of the information flow.

Next, by elaborating the logical data model, a more concrete physical data-flow model is generated, as shown in Figure 4. This physical data model includes more details that help analyze different objects and tables in the database and map the model onto the physical elements that will implement and execute the real system. To provide a comparison with centralized data flow structures, the performance evaluation of the purposed model will be performed in high traffic scenarios.

This research work is in progress and the resulting model is further aimed to be implemented in practice on different test units and the performance evaluation of the proposed data flow communication architecture is ongoing.

3 CONCLUSION

The proposed data flow structure supports the integration of the computational and communication domains with biological and fluidic domains for biochemical and bio-analytical laboratories. By implementing minor changes in entities, the proposed model could help in the robust, scalable, and efficient operation of other types of high throughput laboratory setups.
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