Analyzing predictive models with the help of visualizations
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ABSTRACT
Technology may help people in taking everyday decisions exploiting the power of predictive models. Different models applied on the same dataset may have the same performance but produce different outcomes. Making correct predictions is difficult and "predictive modelers often only explore relatively few models" [2]. The identification of the most accurate model is also challenging [3, 4]. This research aims supporting the analyst to explore, compare models and select the best one for a given dataset, through the use of visualizations. The approach is taking into account Keim’s Visual Analytics Mantra: "Analyze first, show the important, zoom, filter and analyze further, details on demand" [1].
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1 A VISUALIZATION WORKFLOW
As described in the following, the analyst starts by comparing the performance of models in pairs, using a comparison matrix. Then, using a pie chart matrix, she focuses on the behaviour of selected models, according to their predicted classes. Finally, she explores the importance of the features using an instance level explanation visualization technique.

Comparison matrix. It compares the performance of pairs of models prediction. Models are reported on rows and columns of the triangular matrix (Figure 1.a). Each cell contains two nested boxes. One represents the difference in prediction given by the ratio between the number of predicted instances that differ in the two models and the total number of instances in the test set. The other box shows the performance similarity given by the accuracy score difference between the two models. The values of boxes are displayed using a grayscale color that fills the box. The analyst typically seeks cells that have dark outer box and dark inner box, because the task searches for cells with maximum difference in prediction and maximum similarity in accuracy score.

Pie-chart matrix. the pie-chart matrix visualization shows the comparison between the two selected models. (Figure 1.b). Rows and columns represent the classes available in the dataset. The radius of each pie chart is proportional to the number of instances in the cell. The analyst seeks for models that make a more wrong or correct classification in a specific class or in specific patterns.

Instance level explanation. It shows more details about the selected pie chart such as the features used by the two models to classify the selected instances. For instance, each box in Figure 1.c reports an instance and its ground truth, the classifications of the two models and the rules applied to the features to classify instances.

2 CONCLUSION
This proposed visualization workflow helps the analyst to select the models that best fit the dataset and the task the user is most interested in. We are currently studying the reported approach in different dataset with different users.
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