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ABSTRACT
The selection of a personalized treatment plan for a patient can
be of significant importance for his/her health and the treatment
outcome. For example, a decision support system that can associate
patient-specific disease characteristics with the patient treatment
response can provide the physician with a better understanding of
the personalized conditions of every single patient. In this study, we
propose a split-merge evolutionary clustering algorithm that can
be used for efficient maintenance of patient profiles in healthcare
domain. For example, profiling of individuals with similar anthro-
pometric features with a purpose to identify the person’s increased
risk for cardiovascular disease. The patients who share the same
profile should probably have a similar predisposition and should be
provided similar healthcare recommendations. As more individuals
get involved one needs to re-cluster the initial clusters (profiles)
and also assign new incoming individuals to the existing clusters.
However, the existing original clusters can become outdated caused
by appearing of patients with new disease characteristics due to
different factors. This outdating of models is in fact, a concept drift
and requires that the clustering techniques, used for deriving the
original patient profiles, can deal with such a concept drift and en-
able reliable and scalable model update. The proposed split-merge
evolutionary clustering technique is designed to be robust to such
concept drift scenarios by providing the flexibility to compute clus-
ters on a new portion of data and to update the existing clustering
solution by the computed new one.
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1 ALGORITHM OVERVIEW
The proposed split-merge evolutionary clustering algorithm up-
dates the existing clustering solution in order to make it adaptable
to newly arriving data [2]. It is based on a bipartite graph that
consists of existing clustering solution on one side and clustering of
newly arriving data on the other side. The edges of the graph rep-
resent the correlation between the two clustering solutions and are
used to decide whether a cluster node needs to be split or merged.
If a node from the existing clustering is connected to more than
one node of the new clusters, then it is split among these new clus-
ters. Similarly, if two or more nodes from the existing clusters are
connected to a single node from the new clustering, all these nodes
are merged together. The algorithm has been evaluated on patient
anthropometric measurements profiling for studying hypertension.

2 STATE OF THE ART ALGORITHMS
Evolutionary clustering solutions have been proposed by many
authors. Two interesting works are PivotBiCluster algorithm [1],
and dynamic split-merge approach [3]. Our initial experimental
results show that the proposed split-merge algorithm has fared well
against PivotBiCluster in most studied cases. We plan to further
study and compare the proposed split-merge algorithm with the
dynamic split-merge approach proposed by Lughofer in [3].
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