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1 INTRODUCTION

Static program analysis is widely used for automatically inferring program properties such as correctness, robustness, safety, cost, etc. In particular, abstract interpretation is a theory used to reason about the (possibly infinite) executions of a program in a finite way, without actually executing the program. Performing such analysis during software development helps in bug detection and reporting, but given the size and complex structure of real-life programs, combining system libraries and third party software, such analysis can be expensive. Triggering a complete reanalysis for each set of changes is often too costly. However, in practice development iterations normally involve small modifications, isolated inside a small number of files or components. This can be taken advantage of to reduce the cost of re-analysis by reusing previous information.

2 STATE OF THE ART

In the context of abstract interpretation cost reductions have been achieved to date at two levels, using different techniques: **Fine grain context-sensitive analysis** [4] identifies, invalidates, and recomputes only those parts of the analysis results that are affected by program changes. These analyses have been shown to achieve very high levels of incrementality, with finer granularity (e.g., program line level), but do not take advantage of the module structure. The combination of these two techniques is not straightforward.

3 INCREMENTAL AND MODULAR ANALYSIS ALGORITHM

We propose a framework that analyzes separately modules or partitions of programs, using context-sensitive fixpoint analysis while achieving both inter-modular (coarse-grain) and intra-modular (fine-grain) incrementality. The essential point of the algorithm is that analysis results are represented in a way that makes it possible to partially invalidate the results that are no longer valid, correct, or accurate, while keeping the information that does not need recomputation. The information on source changes is used to decide which parts of the program (modules or procedures) need to be reanalyzed. We solve the problems related to the propagation of the fine-grain change information across module boundaries. We work out the actions needed to recompute the analysis incrementally after multiple additions and deletions across modules in the program. We prove that the analysis result is always correct and it is the best (most accurate) over-approximation of the actual behavior of the program. We have implemented the proposed approach within the Ciao/CiaoPP system [2] and provide experimental data.

4 RESULTS

Our preliminary results from the implementation show promising speedups for medium and large programs. The added finer granularity of the proposed incremental fixpoint algorithm reduces significantly the cost with respect to modular analysis alone. The advantages of fine-grain incremental analysis—making the cost ideally proportional to the size of the changes—thus seem to carry over with our algorithm to the modular analysis case. Furthermore, the fine-grained propagation of analysis information of our algorithm improves performance with respect to traditional modular analysis even when analyzing from scratch.
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