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ABSTRACT
We present DLB: Dynamic Load Balancing Library. DLB is a frame-
work to improve the efficient use of the computational resources of
a computational node. The DLB framework includes a load balanc-
ing algorithm LeWI (Lend When Idle). The main idea of LeWI is to
use the computational resources assigned to a process. Or thread
when it is idle, to speed up another process running on the same
node that it is still doing computation.
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1 INTRODUCTION
DLB offers a dynamic solution to load balance MPI applications.
DLB is applied at runtime and does not need previous information
to solve load imbalance, for this reason it can deal with load imbal-
ances coming from any source. Within DLB is implemented a load
balancing algorithm: LeWI (Lend When Idle)[1][2]. LeWI is based
on the idea that the computational resources of an MPI process
waiting in an MPI blocking call are idle. Therefore, these resources
can be used to speed up the execution of another process running
on the same node.

To achieve this, wewill use themalleability of OpenMP to change
the number of threads. DLBwill intercept theMPI calls and change
the number of OpenMP threads when necessary. When a process
reaches a blocking MPI call, it will lend its CPUs to the system, and
another MPI process running on the same node will be able to use
those CPUs. When the MPI process finishes the blocking call, it
will retrieve its resources from the borrowing process.

The DLB framework also includes a module called DROM (Dy-
namic Resource Ownership Manager). The DROM module offers
an interface for resource managers (job managers). The provided
interface allows changing the resources assigned to a process.With
this module we address to main scenarios. On one hand, allow a
more efficient use of resources when load imbalance occurs across
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nodes, ie. Start applications on unused resources. On the other
hand, allow to reassign resources from a long running application
to run a high priority and short application, i.e. Start a visualization
in the resources of a simulation.

Figure 1: (a) Unbalanced App. (b) Balanced App. with LeWI

Figure 2: DLB scalability in MN3 upt to 1024 nodes

We will present the performance evaluation of DLB and LeWI
when applied at a simulation code for computational mechanics:
Alya. We will also demonstrate that LeWI can scale up to thou-
sands of cores showing scalability tests performed up to 16.000
cores (1024 nodes) of Marenostrum3.
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